A library of gene expression signatures to illuminate normal and pathological lymphoid biology

Summary: Genomics has provided a lever to pry open lymphoid cells and examine their regulatory biology. The large body of available gene expression data has also allowed us to define the of coordinately expressed genes, termed gene expression signatures, which characterize the states of cellular physiology that reflect cellular differentiation, activation of signaling pathways, and the action of transcription factors. Gene expression signatures that reflect the action of individual transcription factors can be defined by perturbing transcription factor function using RNA interference (RNAi), small-molecule inhibition, and dominant-negative approaches. We have used this methodology to define gene expression signatures of various transcription factors controlling B-cell differentiation and activation, including BCL-6, B lymphocyte-induced maturation protein-1 (Blimp-1), X-box binding protein-1 (XBP1), nuclear factor-κB (NF-κB), and c-myc. We have also curated a wide variety of gene expression signatures from the literature and assembled these into a signature database. Statistical methods can define whether any signature in this database is differentially expressed in independent biological samples, an approach we have used to gain mechanistic insights into the origin and clinical behavior of B-cell lymphomas. We also discuss the use of genomic-scale RNAi libraries to identify genes and pathways that may serve as therapeutic targets in B-cell malignancies.

Introduction

The oft-quoted dictum ‘chance favors only the prepared mind’ (Louis Pasteur) was coined in the pre-genomic era. How can one possibly prepare one’s mind for the rush of information provided by genomics technologies? One such technology, termed gene expression profiling, provides a comprehensive view of the transcriptome and can be used to measure the expression of all genes in hundreds of biological samples within a few weeks’ time. Fortunately, there are many coordinated efforts to annotate genes with respect to the function of their protein products, and these have been widely applied to extract meaning from these large data sets. For many genes, however, the functional annotations in current databases present an average view, often culled from the analysis of the gene in many different cell types under...
disparate conditions of activation. What may be equally important in interpreting the expression of a gene in a biological sample is to understand its regulatory biology, i.e. which transcription factors and signaling pathways regulate its expression.

One contextual approach that has aided us in the analysis of large gene expression data sets involves the identification of gene expression signatures (Fig. 1). Signatures are sets of coordinately expressed genes that define a cell’s physiology (differentiation stage, activation state, proliferation status, cellular environment, etc.). Therefore, signatures provide a way to derive biological meaning from the expression of an individual gene in a biological sample (1). This kind of analysis, however, relies on access to a relatively large and diverse set of gene expression data. Fortunately, genomic researchers have adopted a ‘share-the-wealth’ ethos that leads to the public deposition of entire gene expression data sets upon publication.

In this review, we present the methodology that we have used to define gene expression signatures, with particular emphasis on signatures of B-cell transcription factor action. We describe the creation of SignatureDB, a compendium of gene expression signatures culled from our own work and the literature. We show how this database can be used to gain insights into the mechanisms underlying B-cell malignancies. Finally, we discuss our efforts to use genomic-scale RNA interference (RNAi) expression libraries to understand the functional anatomy of B cells and to identify new targets for therapeutic intervention in mature B-cell malignancies.

**Regulatory biology of individual B-cell transcription factors**

Gene expression profiling provides a comprehensive phenotype of cells that can be used to monitor changes in cellular activity, and genetic ablation. After DNA microarray hybridization and data collection, statistical or pattern recognition methods can identify a set of genes whose coordinate expression reflects a particular aspect of cellular physiology. Such a gene set is termed a gene expression signature (1).

---

**Fig. 1. Uncovering the systems biology of gene expression using DNA microarrays.** Illustrated are several experimental approaches that can be used to identify genes under the control of a particular regulatory factor or signaling pathway including overexpression, blockade of expression or activity, and genetic ablation. After DNA microarray hybridization and data collection, statistical or pattern recognition methods can identify a set of genes whose coordinate expression reflects a particular aspect of cellular physiology. Such a gene set is termed a gene expression signature (1).
biology that occur when a particular regulatory pathway is perturbed (Fig. 1). Regulatory pathways can be manipulated experimentally by the stimulation of cells through surface receptors, the ectopic expression of a regulatory factor, the knockdown of gene expression using RNAi, the use of small-molecule pathway inhibitors, and the genetic ablation of genes in the genome (Fig. 1). By collecting gene expression profiles under such experimental manipulations, it is possible to gain insight into the regulatory strategy of cells. This methodology now falls under the general rubric of ‘systems biology’. Attempts are being made to reconstruct regulatory networks using computational methods, starting with the large sets of ‘static’ gene expression profiles obtained from tumor and normal cells (2). Such methodology will be dramatically strengthened by the analysis of gene expression changes that accompany the direct manipulation of regulatory pathways.

We have studied the regulatory biology of individual B cell transcription factors to understand their role in B-cell and disease. We have used gene expression profiling in conjunction with three complementary experimental approaches to identify the target genes of individual transcriptional factors. In one approach, a regulatory factor is ectopically introduced into cells that normally lack its expression. Subsequent gene expression analysis reveals those genes whose expression levels are increased or decreased by the direct or indirect action of the regulatory factor. This approach alone is insufficient to confidently identify transcription factor targets, given the complicated interactions among transcription factors (dimerization, interaction with co-activators/repressors, cooperative DNA binding, etc.) that may be disrupted by the overexpression of a regulatory factor. Consequently, gene expression data derived from this approach, in the absence of other data, can lead to inappropriate conclusions regarding the function of a regulatory factor.

A second important approach is to block the action of a regulatory factor, either by expressing dominant-negative forms of the factor or by knocking down the expression of the factor by RNAi. This approach in isolation can also be problematic. Indirect effects on gene expression may arise when the steady-state level of a targeted transcription factor is reduced (e.g. the release of a co-repressor or co-activator from a factor and subsequent recruitment to another transcriptional factor). The overexpression of dominant-negative forms of a transcription factor may titrate interacting proteins away from other cellular functions. Finally, the overexpression of double-stranded interfering RNAs can lead to non-specific changes in gene expression in certain cell types under certain transfection conditions. This last caveat appears not to be a concern using short hairpin RNA (shRNA) approaches in the human B-cell lines that we have studied thus far (see below).

A third approach is to make use of a dynamic cellular system in which a regulatory factor is normally induced or repressed, such as when cells differentiate or respond to extracellular signals. Manipulation of a regulatory factor under these circumstances may reveal a different regulatory biology than can be gleaned from the analysis of static systems such as cell lines. In particular, one can study the differentiation or activation of cells collected from mice engineered to lack a particular regulatory factor in comparison with wild-type cells. For example, we have studied the gene expression profiles of B cells during in vitro differentiation to plasma cells (PCs) from mice lacking particular key regulators of plasma-cytic differentiation (3).

Finally, an emerging and powerful genomics technology employs chromatin immunoprecipitation (ChIP) to identify the binding sites of individual regulatory factors in the genome (4). An important caveat to this approach, however, is that a transcription factor can be bound to promoters and enhancers in the genome at which it is functionally inactive. This inactivity is presumably either due to the lack of cooperating factors or due to the presence of dominant repressing factors in the vicinity of the transcription factor.

Given the virtues and flaws of each of these approaches, an integrated effort using each of these approaches is likely to provide the truest view of the regulatory biology of a transcription factor, as was evidenced in early work in yeast (4). As detailed below, we have employed many of these genomic approaches to understand the role of B-cell transcription factors in normal and malignant B-cell biology.

**BCL-6**

Malignancies of mature B cells are characterized by disease-specific translocations that impart a unique biology on each type of lymphoma or leukemia (5). In roughly 30% of diffuse large B-cell lymphomas (DLBCLs), translocation of the BCL-6 gene results in the replacement of the promoter region with a heterologous promoter provided by the translocation partner. BCL-6 is a POZ-domain-containing zinc-finger transcriptional repressor, whose normal protein expression in the B-cell lineage is largely restricted to germinal center B cells (GCs) (6, 7). Mice lacking BCL-6 demonstrated that its expression is required, in a B cell-autonomous fashion, for germinal center formation (8–10). However, these studies did not shed light on the oncogenic potential of BCL-6 (8–10).
BCL-6 translocations found in DLBCL do not generally lead to its overexpression but rather dysregulate its expression. Normally, BCL-6 expression is extinguished in PCs, and the BCL-6 translocations in DLBCL prevent this physiological downregulation. Translocations involving BCL-6 never disrupt its coding sequence but instead replace its normal upstream regulatory regions with promoters from other genes expressed in GCBs (11, 12). The non-coding 5′ end of the BCL-6 gene is also subject to somatic hypermutation that may affect transcriptional regulatory elements. Indeed, there appears to be a well-conserved set of BCL-6 binding sites in the 5′ untranslated region (UTR) of BCL-6 that act as negative-feedback elements regulating its expression (13, 14). These regulatory sites can be lost during the translocation of BCL-6 or altered by somatic mutation, thereby contributing to the dysregulated expression of BCL-6 in malignant B cells (Fig. 2).

Although its frequent appearance as a translocation partner in DLBCL strongly suggests that BCL-6 is an oncogene, the proof of this role and insights into the mechanisms by which BCL-6 drives B-cell malignancy had remained elusive. Gene expression analysis gave the initial insights into the mechanisms by which BCL-6 could act as an oncogene. The first study to identify the targets of BCL-6 repression in B cells employed in vitro systems to manipulate BCL-6 expression followed by gene expression analysis DNA microarrays using. A consistent set of target genes was identified (15) repressed when BCL-6 was expressed in BCL-6-negative cells and induced when BCL-6 action was blocked using a dominant-negative form of the factor. As those genes that were.

The list of BCL-6 target genes suggests at least three ways in which BCL-6 could contribute to the development and maintenance of malignant B cells: by repressing inflammation...
and immune responses, by interfering with cell cycle inhibitors and checkpoint enforcement, and by preventing terminal differentiation (15) (Fig. 2). BCL-6-knockout mice succumb to a T-helper 2 (Th2)-driven inflammatory disease, and cells derived from these mice overexpress many inflammatory mediators, including interleukin-4 (IL-4), IL-5, IL-10, and IL-13 in T cells (16, 17) and IL-6, IL-18, monocyte chemotactic protein-1 (MCP-1), MCP-3, and macrophage inflammatory protein-related protein-1 (MRP-1) in macrophages (18–20). The study of BCL-6 targets in B cells showed that the expression of both macrophage inflammatory protein-1α (MIP-1α) (CCL3) and interferon-inducible protein-10 (IP-10) (CXCL10) is repressed by BCL-6 in B cells (15). The dysregulated expression of BCL-6 in tumors would thus aid these cells in evading an immune response by preventing the expression of chemokines that recruit macrophages, natural killer (NK) cells, and T cells. BCL-6 also represses the expression of CD80 in B cells, which may also protect tumors by minimizing their interaction with T cells (21) (Fig. 2).

A more direct role for BCL-6 expression in driving B-cell tumorigenesis may stem from its ability to repress cell cycle regulators. Gene expression studies first identified the G1 cell cycle regulator p27kip1 (22) as a target of BCL-6 (15). p27kip1 expression is absent in GCBS, which is consistent with their rapid transit through the cell cycle (23). It is possible that one role for BCL-6 in GCBS is to lower the level of p27kip1 to promote clonal expansion, and the continued expression of BCL-6 may therefore contribute to maintaining rapid cell division in malignant cells. Recent work also ties BCL-6 to the repression of another cdk inhibitor, p21 (24, 25). p21 is not a direct BCL-6 target in that the p21 promoter lacks a BCL-6 binding site. Rather, BCL-6 expression suppresses p21 expression via its association with MIZ1, a homeobox transcription factor (26, 27). MIZ1 binds the p21 promoter and recruits BCL-6, thereby repressing p21 expression. Further work has highlighted the effect of BCL-6 on cell cycle progression in B cells via its ability to directly bind to the p53 gene and repress its expression (28). BCL-6 can therefore suppress the DNA damage checkpoint that could be triggered by genomic alterations caused by somatic hypermutation and class switching in the GCBS (28).

Interestingly, BCL-6 can repress replicative senescence in fibroblasts, suggesting that it makes cells unresponsive to the p19ARF/p53 pathway (29). Together, these data suggest that BCL-6 may affect several cell cycle regulatory pathways that allow B cells to escape normal proliferative restrictions (Fig. 2).

Tumor growth can also be promoted by arresting terminal differentiation, and one BCL-6 target gene, B lymphocyte-induced maturation protein-1 (Blimp-1), is particularly remarkable in this regard. Blimp-1 is a master regulator of PC differentiation (30, 31), was repressed in cell lines by BCL-6 expression, and, conversely, blocking BCL-6 expression in B cells led to an increase in Blimp-1 expression and the expression of genes and surface markers characteristic of PC differentiation (32, 33) (Fig. 2). As will be discussed in detail below, the expression of BCL-6 is likely to be a natural mechanism by which GCBS prevent premature terminal differentiation. It is also likely that translocations that deregulate BCL-6 expression prevent cells from moving on to the PC stage, thereby trapping the cells at the GCBS cell stage in which rapid proliferation is combined with active mechanisms that remodel the genome (class switching and somatic hypermutation), a recipe for oncogenic disaster.

Although target gene studies have provided clues regarding the function of BCL-6 as an oncogene, recent studies have shown that BCL-6 misexpression in mice can promote lymphomagenesis (34). Mice that have BCL-6 inserted into the immunoglobulin heavy-chain (IgH) locus, mimicking a human BCL-6 translocation, develop a disease very similar to human DLBCL. This model system should be useful in assessing the role of secondary oncogenic events in DLBCL pathogenesis.

The disruption of BCL-6 action by pharmacological agents in vitro holds promise as a means to block its many oncogenic effects. The acetylation of BCL-6 has been shown to block its ability to bind co-repressors, thereby blocking its ability to repress its targets (35–37). However, drugs that interfere with the acetylation of BCL-6, such as histone deacetylase inhibitors, are likely to affect numerous cellular targets. A more specific approach to BCL-6 inhibition is the use of a cell-permeable peptide that disrupts the ability of BCL-6 to interact with a co-repressor complex (38). The treatment of cells with this peptide interferes with the ability of the BCL-6 POZ domain to recruit the co-repressors SMRT/NcoR and leads to cell death. This approach could have more specificity for BCL-6 and should be investigated further for its potential in the treatment of lymphomas.

**Blimp-1**

The gene encoding the transcriptional repressor PRDM1, more popularly known as Blimp-1, was identified as a gene induced during PC differentiation. When transfected into B-cell lines and primary B cells, Blimp-1 drives phenotypic and functional
changes associated with plasmacytic differentiation, including the acquisition of syndecan-1 surface expression and Ig secretion (39–41).

Given the role of Blimp-1 as a master regulator of plasmacytic differentiation, a concerted search was made for Blimp-1 target genes (Fig. 2). A primary aspect of terminal plasmacytic differentiation is exit from the cell cycle. The key growth-regulating transcription factor, c-myc, is directly repressed by Blimp-1, and the loss of c-myc is instrumental in the withdrawal of PCs from the cell cycle (42, 43). Another hallmark of PC differentiation is the loss of expression of many B cell-restricted genes. Major histocompatibility complex (MHC) class II is typically expressed on B cells and is critical for their cognate interaction with T cells. Blimp-1 directly represses class II transactivator (CIITA), a transcription factor essential for MHC class II expression (44). Blimp-1 also directly represses PAX5, a transcription factor that regulates many B cell-restricted genes and that is essential for commitment to the B-cell lineage (45). By repressing PAX5, Blimp-1 indirectly represses a host of B cell-restricted genes such as CD19 and B-cell linker protein (BLNK). Indeed, Blimp-1-mediated repression of PAX5 is critical for the in vitro differentiation of B cells to Ig-secreting cells.

Gene expression profiling was used to further explore the ability of Blimp-1 to drive PC differentiation (31). Unlike expression of BCL-6, which represses a modest number of genes, Blimp-1 expression extinguishes the entire program of mature B-cell gene expression, encompassing hundreds of genes. Most of these effects are indirect and are caused by the direct repression by Blimp-1 of key transcription factors. In addition to c-myc, CIITA, and PAX5, Blimp-1 also directly represses the genes encoding the transcription factors SpiB and Id3 (31) (Fig. 2). SpiB, an ets family transcription factor, is critical for signaling and survival in mature B cells (46–48), while Id3 represses E2A, which is a key transcription factor regulating B-cell development, survival, and Ig diversification (49–51). Finally, the role of Blimp-1 as the master regulator of PC differentiation was firmly established with the creation of a B cell-specific knockout of Blimp-1 in mice, which showed no PC development and no serum Ig production in the absence of Blimp-1 (30).

Blimp-1 has a further role in locking post-GCBs into their terminally differentiated fate, which involves its ability to repress, directly or indirectly, BCL-6 expression. The mutual repression of BCL-6 and Blimp-1 creates a double-negative-feedback loop that can drive cells toward the germinal center or the PC phenotype (Fig. 2). As Blimp-1 accumulates in differentiating cells, it represses the expression of its target, BCL-6. Less BCL-6 allows for more Blimp-1 expression, creating an amplification loop that locks cells into their terminally differentiated state (52). Several independent observations support this reciprocal regulation of differentiation by these factors. First, BCL-6 and Blimp-1 are generally expressed in mutually exclusive B-cell subsets (53, 54). Second, B cells lacking BCL-6 exhibit elevated PC differentiation in vitro and in vivo, whereas the ectopic expression of BCL-6 blocks in vitro PC differentiation (15, 33, 55). Third, transgenic mice in which BCL-6 is dysregulated by insertion in the IgH locus show a partial defect in PC differentiation (34). Fourth, BCL-6 can directly repress Blimp-1 expression by binding transcriptional regulatory elements in the Blimp-1 gene (55). Finally, a remarkable study has shown that the enforced expression of BCL-6, along with a critical co-repressor MTA3, can repress Blimp-1 and cause a plasmacytic cell line to adopt a mature B-cell phenotype (37).

It is likely that this delicate balance between BCL-6 and Blimp-1 in late B-cell development has been exploited by human lymphoid malignancies. As mentioned above, the continued expression of BCL-6 by translocation or mutation is one means by which tumors may avoid terminal differentiation. In PC malignancies, the cell cycle-arresting effects of Blimp-1 may be overcome by multiple mechanisms. In mouse plasmacytomas, the translocation of c-myc to the IgH locus is likely to make the rearranged c-myc allele resistant to Blimp-1-mediated repression (56, 57). In human multiple myeloma, complex amplifications and rearrangements of the c-myc locus may also result in c-myc expression despite Blimp-1 expression (58). Thus, while Blimp-1 expression in myeloma may continue to repress other genes involved in B-cell function, such as PAX5 and SpiB, it no longer represses myc-driven proliferation and growth. Finally, an alternatively spliced variant of Blimp-1 has been identified that lacks the ability to repress target genes and could function in a dominant-negative fashion (59). Interestingly, a high expression of this splice variant of Blimp-1 has been observed in several PC tumor lines, suggesting that the alteration of Blimp-1 function might represent another way in which PCs can escape the limits of terminal differentiation.

**XBP1**

A second powerful transcription factor acting during plasmacytic differentiation is X-box binding protein-1 (XBP1), and gene expression profiling again proved useful in unraveling its mode of action (3). XBP1 is the mammalian homolog of the
yeast protein Hac1p, which controls the transcriptional response to the accumulation of unfolded proteins in the endoplasmic reticulum (ER). In unstressed cells, a form of XBP1 mRNA is expressed that encodes an unstable transcription factor. When cells experience ER stress, the chaperone protein BiP is recruited to unfolded client proteins in the ER. As a result, the kinase/nuclease IRE1 is no longer bound by BiP and can multimerize and autophosphorylate. This results in the activation of IRE1’s intracytoplasmic nuclease domain, which acts on the mRNA of XBP1 to excise a 26-nucleotide internal sequence. After religation, the spliced XBP1 mRNA encodes the stable active form of XBP1 that can activate downstream target genes (60–66).

In mammals, two other signaling pathways also mediate the ER-stress response. Another ER-transmembrane kinase, PERK, is also activated by ER stress and mediates the phosphorylation of eIF2a, which results in the global repression of protein translation. Phosphorylated eIF2a also mediates the use of an alternative translation initiation site in the mRNA encoding the transcription factor ATF4. ATF4 then acts to induce ER chaperone proteins and other ER-stress genes (67–69). A third signaling pathway in the ER-stress response involves ATF6, an ER membrane-spanning protein. On ER stress, the cytoplasmic portion of ATF6 is cleaved, and the liberated ATF6 acts as a transcriptional activator that may mediate the induction of some stress-response genes and PC genes (65, 70–74).

The role of XBP1 in B-cell differentiation has been clearly demonstrated through the generation and analysis of XBP1-knockout mice. Mice lacking XBP1 in the B-cell compartment have normal mature B-cell numbers but fail to generate Ig-secreting PCs (75). The introduction of an active form of XBP1 into XBP1-deficient B cells restored their ability to secrete Ig upon differentiation in vitro (76).

Gene expression profiling was used to identify the critical targets of XBP1 and Blimp-1 during PC differentiation of mouse B cells (3). B cells from wildtype, XBP1-knockout, and Blimp-1-knockout mice were differentiated using lipopolysaccharide. A discrete set of genes failed to be induced in the absence of Blimp-1 and XBP1. Those that were not induced in the absence of Blimp-1 included XBP1 itself as well as many XBP1 target genes, arguing that XBP1 is functionally downstream of Blimp-1 (3). This may be the result of Blimp-1 repression of PAX5, which itself represses XBP1. Additionally, other regulatory factors such as ATF6 (66) or signal transducer and activator of transcription (STAT) factors (76) may contribute to the transcriptional activation of XBP1.

The identification of XBP1 target genes has revealed the key role that this factor plays in promoting high-level Ig secretion in PCs (Fig. 2). B cells lacking XBP1 did not express known ER-stress-response genes. However, XBP1-deficient B cells were additionally defective in the expression of most genes involved in ER and Golgi function, as well as other secretion-related genes. These XBP1 target genes encode proteins required for protein translocation into the ER, protein folding and glycosylation in the ER, ER protein quality control (i.e. EDEM), and vesicular trafficking. Given the nature of XBP1 target genes, it was not surprising that the expression of XBP1 causes expansion of the ER and Golgi (3). Rather unexpectedly, XBP1 was also found to increase the abundance of other cellular organelles, including mitochondria and lysosomes, and increase cell size, total protein synthesis, and mitochondrial function (3).

These pleiotropic effects of XBP1 all serve to prepare PCs for the high rate of Ig synthesis that is their hallmark. XBP1 is also expressed highly in various exocrine organs such as the pancreas and salivary gland, where it is likely to play a similar role in coordinating protein secretion (77). XBP1 appears to have diverged functionally from its yeast homolog HAC1, which is devoted primarily to responding to ER stress. In this regard, a notable XBP1 target gene is p58IPK/DNAJc3, which encodes p58IPK, an inhibitor of PERK. XBP1 induction of DNAJc3 expression would antagonize the arrest of protein translation that is mediated by PERK, thereby supporting high-level Ig secretion in PCs (3, 70, 78, 79) (Fig. 2). With the evolution of other ER-stress pathways in mammalian cells (PERK/ATF4 and ATF6), it appears that XBP1 has been selected to function as a master regulator of professional secretory cell differentiation (Fig. 2).

As mentioned previously, XBP1 activation is controlled post-transcriptionally by the IRE1-mediated splicing of the XBP1 mRNA, and there remains some controversy as to how this process is initiated in PCs. One hypothesis posits that an initial burst of Ig expression in differentiating cells initiates an ER-stress response that activates IRE1 and leads to XBP1 mRNA processing. This was supported by the demonstration that deletion of the IgH in B cells undergoing plasmacytic differentiation reduces the accumulation of processed XBP1 protein (76). However, the kinetic studies of differentiating B cells suggest that XBP1 processing is initiated before the upregulation of Ig expression (80, 81), suggesting that the post-transcriptional processing of XBP1 is a programmed aspect of plasmacytic differentiation that is at least partially independent of the increase in Ig expression.
A library of gene expression signatures

We have previously discussed the utility of gene expression signatures in extracting biological insights from gene expression profiling data (1). Gene expression signatures are sets of coordinately expressed genes that reflect a particular aspect of cellular biology such as cell lineage, differentiation stage, or activation of a regulatory pathway. We have collated a large number of gene expression signatures that have been defined using a variety of molecular and statistical approaches (SignatureDB, available at: http://lymphochip.nih.gov/signaturedb/). Currently, SignatureDB contains 147 gene expression signatures, which are populated with a total of 6078 genes (Table 1). The majority of the curated signatures in SignatureDB are derived from hematopoietic cells, making this database particularly useful for the study of the normal and malignant immune processes.

The raw data for these signatures come from gene expression profiling experiments of two general types: (i) analysis of static gene expression states in sorted cell populations and (ii) analysis of dynamic changes in gene expression induced by various perturbations of cells. Several groups have profiled expression in isolated cell populations representing various lineages and differentiation states and have made these data sets publicly available (82, 83). We have reanalyzed such data by selecting genes that are associated with a particular cell type using standard statistical methods such as the t-test. Other signatures were harvested using the hierarchical clustering algorithm to organize genes according to their expression patterns across all of the samples (84). These signatures sometimes reflect lineage relationships but can also reflect variable biological attributes of cells that cross lineage boundaries. Examples of such signatures include the ‘proliferation’ and ‘quiescence’ signatures that reflect progression through the cell cycle and arrest in the G0 stage of the cell cycle, respectively. Other signatures were defined by manipulating lymphocytes in vitro, either by exposure to activating stimuli such as cytokines (85) or by treatment with small-molecule inhibitors of specific signaling pathways, such as cyclosporine (86) or NF-κB inhibitors (87). As detailed earlier in this review, a variety of molecular approaches can be used to define signature genes whose expression levels are contingent on a particular transcription factor.

A seemingly trivial but important value of SignatureDB lies in its curation of gene lists from published articles. Often, a critical gene expression signature is represented in a figure, but the component genes are not provided electronically. As a result, many important results from gene expression profiling papers languish in obscurity. Furthermore, the static representation of gene names in a figure does not allow more recent and informative gene annotations to be supplied. SignatureDB keeps all gene annotations in sync with the Gene (88) and Unigene (89) systems provided by the National Center for Biotechnology Information.

Although most of the original expression data sets represented in SignatureDB were derived from human cells, many were derived from mouse cells because of the ease with which the mouse genome can be manipulated. For example, the IRF3 target gene signature was generated by analyzing knockout mice for this transcription factor (3, 90). Mouse genetics was also used to develop a signature of regulatory T cells, by expressing green fluorescent protein under the influence of the FOXP3 promoter (91). In SignatureDB, the mouse genes in such signatures are related to their orthologous human genes.

It is critical to remember that signatures are defined in specific contexts and may only translate in part or not at all to gene expression data derived from disparate systems. One caveat emptor is that orthologous genes need not have the same regulatory behavior in different species. Of course, the same caveat applies to the analysis of a signature outside of the cell types in which it was defined, because regulatory factors can alter gene expression in a highly cell type-specific fashion. For these reasons, failure of a signature to be differentially expressed between two biological specimens is not readily interpretable.

It is important to contrast the content of SignatureDB with other large efforts to annotate gene expression data functionally. The gene ontology (GO) curates published data concerning the function or subcellular localization of gene products (92). Likewise, many efforts have been mounted to collate all proteins reported as components of particular signaling or biochemical pathways. Many of these functionally annotated gene sets have recently been brought together in a publicly available database, MSigDB1.0 (93). In some sense, such gene sets should not be considered ‘signatures’, because their mRNAs may not be coordinately regulated. In many cases, proteins within a biochemical or signaling pathway may be primarily regulated by post-translational mechanisms, not by the relative abundance of their mRNAs. If only a few (or none) of the genes within a gene set are coordinately regulated as mRNAs, the gene set will have little ability to infer biological mechanisms from gene expression data sets. By contrast, an important feature of SignatureDB is that it focuses solely on gene expression signatures that are comprised of genes that have been shown to be coordinately
regulated in normal or experimentally manipulated cell types. We imagine therefore that the signatures within SignatureDB will be more apt to identify informative biological differences within new gene expression data sets.

Table 1. Gene expression signatures in the SignatureDB

<table>
<thead>
<tr>
<th>Signature type</th>
<th>Number of signatures</th>
<th>Number of genes</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transcription factor target</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>XBPI targets</td>
<td>3</td>
<td>77 (3)</td>
<td></td>
</tr>
<tr>
<td>Blimp-1 targets</td>
<td>2</td>
<td>160 (31)</td>
<td></td>
</tr>
<tr>
<td>BCL-6 targets</td>
<td>1</td>
<td>19 (21, 25, 28, 32, 124)</td>
<td></td>
</tr>
<tr>
<td>NF-κB targets</td>
<td>5</td>
<td>73 (87)</td>
<td></td>
</tr>
<tr>
<td>c-myc targets</td>
<td>1</td>
<td>54 (95)</td>
<td></td>
</tr>
<tr>
<td>KLF2 targets</td>
<td>2</td>
<td>217 (125)</td>
<td></td>
</tr>
<tr>
<td>IRF3 targets</td>
<td>1</td>
<td>165 (90)</td>
<td></td>
</tr>
<tr>
<td>Signaling pathway</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T-cell cytokine signaling</td>
<td>9</td>
<td>170 (85)</td>
<td></td>
</tr>
<tr>
<td>T-cell calcium signaling</td>
<td>12</td>
<td>187 (86)</td>
<td></td>
</tr>
<tr>
<td>B-cell CD40 signaling</td>
<td>2</td>
<td>174 (109)</td>
<td></td>
</tr>
<tr>
<td>Dendritic cell TLR4/8 signaling</td>
<td>1</td>
<td>35 (126)</td>
<td></td>
</tr>
<tr>
<td>mTOR pathway</td>
<td>2</td>
<td>416 (127)</td>
<td></td>
</tr>
<tr>
<td>KRAS signaling</td>
<td>2</td>
<td>150 (128)</td>
<td></td>
</tr>
<tr>
<td>Cellular process</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proliferation</td>
<td>11</td>
<td>1845 (1, 82, 129–131)</td>
<td></td>
</tr>
<tr>
<td>Quiescence</td>
<td>4</td>
<td>270 (82)</td>
<td></td>
</tr>
<tr>
<td>B-cell anergy</td>
<td>2</td>
<td>23 (132)</td>
<td></td>
</tr>
<tr>
<td>T-cell anergy</td>
<td>1</td>
<td>17 (133)</td>
<td></td>
</tr>
<tr>
<td>Immediate early</td>
<td>1</td>
<td>9 (1)</td>
<td></td>
</tr>
<tr>
<td>Response to metal ion</td>
<td>1</td>
<td>7 (82)</td>
<td></td>
</tr>
<tr>
<td>Fibroblast serum response</td>
<td>2</td>
<td>416 (134)</td>
<td></td>
</tr>
<tr>
<td>Amino acid starvation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cellular differentiation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B cell</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blood pan-B cell</td>
<td>1</td>
<td>86 (82)</td>
<td></td>
</tr>
<tr>
<td>Germinal center B cell</td>
<td>1</td>
<td>388 (95)</td>
<td></td>
</tr>
<tr>
<td>Splenic marginal zone B cell</td>
<td>2</td>
<td>62 (104)</td>
<td></td>
</tr>
<tr>
<td>Bone marrow plasma cell</td>
<td>1</td>
<td>38 (102)</td>
<td></td>
</tr>
<tr>
<td>T/NK cell</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blood pan-T cell</td>
<td>2</td>
<td>89 (1, 82)</td>
<td></td>
</tr>
<tr>
<td>CD4 T-cell differentiation</td>
<td>6</td>
<td>420 (83)</td>
<td></td>
</tr>
<tr>
<td>CD8 T-cell differentiation</td>
<td>5</td>
<td>112 (135)</td>
<td></td>
</tr>
<tr>
<td>Regulatory T cell</td>
<td>3</td>
<td>47 (91)</td>
<td></td>
</tr>
<tr>
<td>Germinal center T-helper cell</td>
<td>5</td>
<td>534 (136, 137)</td>
<td></td>
</tr>
<tr>
<td>Blood NK cell</td>
<td>1</td>
<td>69 (82)</td>
<td></td>
</tr>
<tr>
<td>Blood T/NK cell</td>
<td>1</td>
<td>22 (82)</td>
<td></td>
</tr>
<tr>
<td>Other hematopoietic/immune</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blood monocyte/myeloid lineage</td>
<td>2</td>
<td>191 (82)</td>
<td></td>
</tr>
<tr>
<td>Plasmacytoid dendritic cell</td>
<td>1</td>
<td>92 (82)</td>
<td></td>
</tr>
<tr>
<td>Follicular dendritic cell</td>
<td>1</td>
<td>4 (138, 139)</td>
<td></td>
</tr>
<tr>
<td>Erythroidic lineage</td>
<td>2</td>
<td>271 (82)</td>
<td></td>
</tr>
<tr>
<td>Bone marrow endothelial precursor</td>
<td>1</td>
<td>47 (82)</td>
<td></td>
</tr>
<tr>
<td>Pan-hematopoietic</td>
<td>2</td>
<td>103 (82)</td>
<td></td>
</tr>
<tr>
<td>Non-hematopoietic</td>
<td>14</td>
<td>727 (82)</td>
<td></td>
</tr>
<tr>
<td>Cancer differential</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diffuse large B-cell lymphoma</td>
<td>14</td>
<td>972 (98, 102, 108)</td>
<td></td>
</tr>
<tr>
<td>Mantle cell lymphoma</td>
<td>2</td>
<td>49 (140)</td>
<td></td>
</tr>
<tr>
<td>Follicular lymphoma</td>
<td>2</td>
<td>66 (95)</td>
<td></td>
</tr>
<tr>
<td>Chronic lymphocytic leukemia</td>
<td>2</td>
<td>43 (141, 142)</td>
<td></td>
</tr>
<tr>
<td>Multiple myeloma</td>
<td>2</td>
<td>176 (143)</td>
<td></td>
</tr>
<tr>
<td>Total signatures</td>
<td>147</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total unique genes</td>
<td>6078</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

We have created an online resource, SignatureDB (http://lymphochip.nih.gov/signaturedb), by curating public and private gene expression profiles’ data for gene expression signatures. A general description of the signature, along with the number of independently derived signatures describing the same phenotype, the number of genes that comprise each signature, and primary references for each signature are shown.

Defining and mining SignatureDB

Fig. 3 depicts four signatures that illustrate the biological insights that can be gleaned from the gene expression signatures that populate SignatureDB (http://lymphochip.nih.gov/signaturedb/).
Defining gene expression signatures: Fig. 1
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Expression (enable the development of a systems biology view of gene such approaches reveal the molecular wiring of cells and enable the development of a systems biology view of gene expression (Fig. 1).

GCBs are a unique developmental subset that forms in secondary lymphoid organs on encounter with T cell-dependent antigens. Their many distinguishing characteristics include downregulation of surface Ig, proliferation at an exceedingly rapid rate, and initiation of somatic hypermutation and class-switch recombination, enabling affinity maturation of the B-cell receptor and acquisition of new antibody effector functions (94). It is not surprising then that GCBs express a large cohort of genes specific to this stage of differentiation. To define this signature, the gene expression of tonsillar GCBs was compared with gene expression from resting and anti-IgM-activated blood B cells. GCBS are highly proliferative, but this characteristic is not specific to this cell type. Therefore, the GCB signature was further refined by eliminating proliferation-associated genes that were also induced by IgM cross-linking in primary blood B cells. The final GCB cell signature contains many genes that are known to be upregulated or specifically expressed in GCB cells (95) (Fig. 3), such as CD38, AID, and BCL-6, providing a molecular definition of this stage of B-cell differentiation.

As discussed above, XBP1 controls PC differentiation by regulating the acquisition of the professional secretory cell phenotype. By overexpressing the active form of XBP1 in a non-expressing B-cell line, it was possible to define a list of XBP1 signature genes (3). This list was further focused on genes relevant to plasmacytic differentiation by including only genes more highly expressed in primary human PCs than in primary B-cell populations (3) (Fig. 3). Approximately half of the XBP1 signature is comprised of genes known to be involved in secretory processes – entry into the ER, ER processing, vesicular transport – including SSR4, PPIB, DAD1,
In DLBCL, high expression of the proliferation signature in a tumor biopsy was found to predict unfavorable response to chemotherapy (98). This signature included c-myc, a transcription factor that promotes cell growth and proliferation and whose expression levels are increased in response to mitogenic stimuli. To define a c-myc target gene signature, RNAi-mediated knockdown of c-myc expression was performed by transfecting a pool of four double-stranded RNAi oligonucleotides into an ABC DLBCL cell line, followed by gene expression profiling (95) (Fig. 3). Using this method, we defined a set of c-myc signature genes that were repressed by c-myc RNAi and were correlated with c-myc expression in DLBCL tumor samples. As expected, the c-myc signature includes genes involved in proliferation (e.g. CDK4), metabolism (e.g. enolase and guanine monophosphate synthetase), protein translation (e.g. EIF4G1 and EIF3S9), and nucleolar function (e.g. GNL3, NOLC1, and NOL5A), many of which have been identified as c-myc targets in other studies (2, 99). This example demonstrates the ability of RNAi directed at a transcription factor to define its downstream targets.

We have begun to use the SignatureDB to mine existing gene expression data sets for novel insights into the biology of B-cell malignancies. The initial question we have asked is whether two cancer types differ in the expression of a signature, and the gene expression data set we have used is derived from a large number of biopsy samples representing each of the two cancer types. Two statistical approaches have proven useful in this effort: signature average analysis and gene set enrichment analysis (GSEA). In GSEA, the average expression of the genes in a signature is calculated for each sample, and a t-test is used to identify whether the signature averages differ between two groups of samples. This approach was used to demonstrate that certain gene expression signatures were differentially expressed between subgroups of DLBCL (98).

In contrast, GSEA measures whether the individual genes in a signature are differentially expressed in a consistent fashion between two groups of samples (100). GSEA begins with a ranking of all of the genes in a microarray data set based on the difference in their expression levels between the two sample sets. Typically, the T-statistic from the t-test is used as the ranking parameter. Next, the position of each signature gene within this ranked list is determined, and the degree to which the signature genes are bunched near the top (or bottom) of the ranked list is measured using a Kolmogorov–Smirnov (KS) statistic. In the null hypothesis, the signature genes will be evenly distributed in the ranked list. The probability that a result is significant in GSEA is estimated by repeating the entire procedure many times using permuted data sets in which each sample is randomly assigned to one of the two cancer types being investigated. A nominal P-value is assigned based on the frequency with which permuted data give a KS statistic that is larger than that obtained with the original unpermuted data. This method was used to demonstrate that genes involved in oxidative phosphorylation are decreased in expression in diabetic muscle (100). A recent enhancement of the GSEA method places added emphasis on those genes in a signature that are the most differentially expressed between two groups (93).

Signature average analysis and GSEA test subtly different hypotheses regarding the expression of a signature in two groups. In signature average analysis, it is not necessary that all the genes in the signature be among the most differentially expressed, just that the signature average is different between...
the two groups. In contrast, GSEA assesses the extent to which the genes in the signature appear consistently among those genes that are most differentially expressed. If only a subset of the signature genes is differentially expressed between two groups, GSEA is less likely to produce a significant result. Even if all of the signature genes are differentially expressed between the groups, GSEA will not yield a significant result if there is a large set of non-signature genes that are ranked higher in the list of differentially expressed genes.

Fig. 4 shows how gene expression signature analysis can be used to tease out biological differences between the ABC and GCB subgroups of DLBCL. Four signatures from SignatureDB that showed significant differences between the DLBCL subgroups by both signature average analysis (P < 0.0001) and GSEA (P < 0.05) are shown. For the signature average analysis, the signature average is displayed for each tumor sample among a collection of ABC and GCB DLBCLs, with red indicating relatively high expression and green relatively low expression. A bar graph is also provided that displays the mean of the signature averages within each DLBCL subgroup along with the P-value for the significance of the distinction. For the GSEA, the T-statistic that measures differential expression between the DLBCL subgroups is plotted for each gene on the microarray in rank order, generating the sigmoidal curve shown (Fig. 4). The position of each signature gene within this ranked list of all genes is indicated along with a nominal P-value for the significance to which the signature genes are bunched near the top or bottom of the ranked list. Both the signature average analysis and GSEA methods revealed that these four signatures are differentially expressed between ABC DLBCL and GCB DLBCL.

At first glance, the differential expression of the GCB signature between ABC DLBCL and GCB DLBCL may appear circular, because this distinction was evident when these subgroups were originally defined (98, 101). However, the Lymphochip cDNA microarray that was used in the original studies measures the expression of roughly 5000 genes, whereas the Affymetrix U133+ microarray used in the current analysis measures the expression of over 25 000 genes. Consequently, the GCB cell signature has grown from 64 genes to 352 genes. The current GCB cell signature was derived by comparing the gene expression profiles of tonsillar GCBs with those of resting blood B cells and anti-IgM-stimulated blood B cells (95). Well-known genes that affect germinal center function, such as BCL-6 (8, 9) and MTA3 (37), are found in this signature, but the impressive breadth of this signature illustrates how little is known of the biology of GCBs.

While these data demonstrate that GCB DLBCL arises from normal GCBs, the cell of origin of ABC DLBCL remains a
However, many other hallmarks of PC differentiation are missing from ABC DLBCLs, such as the high expression of syndecan-1 and downmodulation of mature B-cell genes. This later observation may suggest that the action of Blimp-1 is suppressed or altered in ABC DLBCLs. Because ABC DLBCLs have mutated Ig genes, the AID-dependent somatic hypermutational mechanism was activated sometime during their natural history. Although this may imply that ABC DLBCLs arise from B cells that have transited the germinal center, some somatic hypermutation can occur in the absence of CD40/CD40 ligand interactions and outside of the germinal center (103–106). Further work is needed therefore to illuminate the origin of ABC DLBCL more precisely.

ABC DLBCLs have constitutive activation of the nuclear factor-κB (NF-κB) pathway due to constitutive IKK activation, and this pathway is required for their survival (87, 96). This conclusion was initially based on the observation that a small set of published NF-κB target genes is more highly expressed in ABC DLBCL than in GCB DLBCL (96). As detailed above, we have used a small-molecule inhibitor of IKK to define a more comprehensive list of NF-κB target genes (87), and this signature is differentially expressed between ABC DLBCL and GCB DLBCL, according to both signature average analysis and GSEA (Fig. 4). This list of NF-κB targets can be used to demonstrate that other B-cell malignancies have constitutive activity of the NF-κB pathway, such as primary mediastinal B-cell lymphoma (87, 107, 108). Conversely, we have used this signature to demonstrate that Burkitt lymphoma is particularly deficient in the expression of NF-κB target genes (95).

Burkitt lymphomas arise from GCBs, which have exceedingly low expression of NF-κB target genes compared B with cells at other stages of differentiation (1, 95, 109). Burkitt lymphoma is characterized by a higher rate of spontaneous apoptosis and is highly curable using intensified chemotherapy regimens. Given the potent ability of NF-κB to suppress apoptosis, these two phenotypes might reflect the low NF-κB activity in Burkitt lymphomas (95).

GCBs proliferate at an astonishing rate in vivo, yet they express very low levels of c-myc and its target genes (1, 110). This is a surprising observation, because proliferation is associated with elevated c-myc expression in most cell types. Although c-myc is likely to play a role in cell cycle progression, much of its regulatory biology is geared to enhancing cell growth and metabolism (111). Therefore, low c-myc levels in normal GCBs may be a mechanism to devote the majority of cellular energy to cell cycle progression instead of cell growth. As presented above, we have defined a signature of c-myc target genes using RNAi (95) and find that ABC DLBCL has a higher expression of this signature than GCB DLBCL, using both signature average analysis and GSEA (Fig. 4). The reasons for the higher activity of c-myc in ABC DLBCL are unclear, but it is well known that a variety of signaling pathways can induce c-myc, including NF-κB. The expression of c-myc and some of its target genes (e.g. GNL3 and NPM3) in DLBCL tumors is associated with poor outcome following chemotherapy (98). This survival association is due, in part, to the comparatively high expression of this signature in the tumors of patients with ABC DLBCL, who have a worse overall survival than patients with GCB DLBCL (98, 101, 102).

These examples indicate how SignatureDB could prove useful in the understanding of disease pathogenesis. Biopsies or peripheral blood samples contain a variety of cell types, and this heterogeneity can be measured using the cell type-specific gene expression signatures in SignatureDB. Furthermore, the pathological activity of signaling pathways in a disease process can be inferred by the expression of pathway-specific gene expression signatures. There are, of course, limitations to this methodology. For example, some gene expression signatures may be expressed in an overlapping fashion in multiple cell types within a clinical sample, confounding attempts to clearly resolve the role of the signature in the disease process. This is a knotty problem that may sometimes require the use of cell separation technologies to help deconvolute the gene expression profiles of clinical samples. A further complexity is provided by the cross-regulation of many genes by different transcription factors. Despite these caveats, it is likely that the
Achilles’ heel RNAi screens

RNAi has emerged as one of the most powerful genetic tools for the dissection of gene-regulatory networks. The implementation of RNAi technology in mammalian cells by either short interfering RNAs (siRNAs) or short hairpin RNAs (shRNAs) has made the selective knockdown of gene expression possible (112–116). The transfection of double-stranded (siRNA) oligonucleotides leads to a transient knockdown of gene expression, making it difficult to observe phenotypic changes for longer than 2–3 days in most instances. By contrast, shRNAs can be stably expressed in cells, leading to an extended knockdown of gene expression and the possibility to observe phenotypic changes over several weeks. As described below, we have used shRNA technology to perform genetic screens for genes required for the proliferation and survival of human lymphoma cells.

The design of RNAi experiments must take into account several potential limitations of this technology (116). The first hurdle in these experiments is the identification of si/shRNA sequences that effectively reduce target gene expression. Although advances have been made in defining the rules for the design of RNAi sequences, many iterations are often needed to obtain an acceptable degree of gene knockdown. In our experience with shRNAs, it is often possible to identify an shRNA that knocks down gene expression by more than 50% among three candidate sequences. However, for some genes, 10–20 shRNAs need to be screened to find one that is effective. Second, it is important to verify that the phenotype elicited by an si/shRNA is due to the knockdown of the targeted gene and not to off-target effects. It is therefore important to observe the same phenotypic changes using a second si/shRNA targeting the same mRNA. Perhaps the best control is to target the 3’ or 5’ UTR of an mRNA with an si/shRNA and then demonstrate that the phenotypic effects of the si/shRNA can be reversed by co-expression of a cDNA containing the coding region but lacking the UTR of the targeted gene. Third, the persistence of the knockdown of gene expression is also critical in the design and interpretation of RNAi experiments. As mentioned previously, siRNAs typically knockdown genes for shorter periods of time than shRNAs. However, we have also observed a waning in the effect of shRNAs over several weeks in some instances, particularly when the shRNA confers a toxic phenotype. Finally, controversy exists as to whether the introduction of si/shRNAs into cells in vitro or in vivo evokes an unwanted, Toll-like receptor-based innate immune response (reviewed in 117). Such off-target effects appear to be cell type specific; we have introduced shRNAs into B-cell lines and profiled the attendant gene expression changes using microarrays and thus far have not observed induction of interferon response genes, which can be induced by Toll-like receptor signaling in response to double-stranded RNAs.

One of the most exciting prospects of RNAi technology is the possibility of mammalian somatic cell genetics. In this approach, libraries are created to express si/shRNAs targeting thousands of genes, and screens are conducted to identify which si/shRNAs target genes that control a specific cellular phenotype. Two retroviral shRNA expression libraries have been successfully developed by the Bernards and Hannon groups (118, 119). To monitor the abundance of each shRNA within the population of retrovirally transduced cells, each group developed library-specific DNA microarrays. For the Bernards library, the microarray consists of the shRNA sequences themselves. The Hannon group included a random 60-bp sequence in each shRNA vector and generated a microarray of these so-called molecular ‘bar code’ sequences. Both shRNA libraries have been used successfully to screen for phenotypes in cancer cells, leading to the discovery of five targets of p53 that regulate p53-dependent cell cycle arrest (118) and a new tumor suppressor gene for the phosphati-dylinositol-3 kinase (PI3K) pathway (120). Both of these screens employed a ‘positive’ selection experimental scheme: a selective pressure was exerted that prevented cells from growing and/or surviving, and shRNAs that allowed cells to circumvent these inhibitory constraints were positively selected.

We have developed an shRNA library to identify genes that are required for abnormal proliferation and survival of cancer cells, two of the hallmarks of the malignant phenotype (121). Because such genes might encode potential anti-cancer drug targets, we refer to this approach as an Achilles’ heel RNAi screen (Fig. 5). To identify shRNAs that knockdown the expression of proliferation or survival genes, we needed to develop an inducible system so that the expression of such toxic shRNAs could be switched on at will, which we have accomplished using tetracycline (TET) repressor technology (122). Our library vector is based on pRetro-Super, which expresses an shRNA using the histone H1 polIII promoter (113, 123). We modified this vector by cloning two binding sites for the bacterial TET repressor into the H1 promoter, as previously described (122). This TET-inducible,
A shRNA-expressing retrovirus is used to infect target cells that are engineered to constitutively express the TET repressor, which suppresses the expression of the shRNA until TET or doxycycline is added. Using this vector, we have created a library of shRNAs that target over 2500 human genes with three to six different shRNAs for each gene. The library targets genes encoding all protein kinases, PI3Ks, and deubiquitinating enzymes along with most known regulators of the NF-kB pathway. In addition, the library targets hundreds of genes which are differentially expressed between lymphoma types but whose function is not clear. The vectors in the library have all been sequence verified, and each includes a different 60-bp molecular bar code sequence.

The experimental outline for an Achilles’ heel RNAi screen is shown in Fig. 5. The shRNA library plasmids are turned into a retroviral stock that is used to infect a cancer cell line. On average, each cell within the population is transduced with a single retroviral vector, and therefore, on induction of shRNA expression, a single gene will be knocked down in expression in each cell. After infected cells are selected for the presence of the shRNA library, the cells are divided into two subpopulations, one that is induced for shRNA expression by doxycycline addition and the other serving as the uninduced negative control. After doxycycline addition, cells that harbor an shRNA that knocks down a gene required for proliferation or survival will disappear from the infected population over the course of days to weeks. Genomic DNA is harvested from the induced and uninduced cells, and the shRNA and bar code sequences are retrieved by polymerase chain reaction (PCR) amplification. The PCR products from uninduced and induced cultures are labeled with separate fluorochromes and co-hybridized to a microarray containing complementary bar code oligonucleotides.

Using this shRNA library, we have performed Achilles’ heel screens using cell lines that are models for ABC DLBCL and GCB DLBCL (144). As expected, a number of shRNAs were identified that affected the growth and survival of both ABC DLBCL and GCB DLBCL cell lines. These shRNAs targeted genes that encode various cell cycle regulators and general transcription and splicing factors. More importantly, we have identified several shRNAs that are selectively toxic for ABC DLBCL cell lines or for GCB DLBCL cell lines. For instance, in screens of ABC DLBCLs, we have isolated two independent shRNAs that target the gene encoding the IKKβ subunit, but these shRNAs were not identified in screens of GCB DLBCL cell lines. This result is consistent with our previous finding that IKK activity is required for the survival of ABC DLBCLs.
but not GCB DLBCLs (96). These proof-of-principle data demonstrate the ability of this approach to identify regulatory pathways that control the proliferation and survival of specific cancer cell types. Such pathways could serve as targets for the development of drugs that are tailored for particular cancer types. We envision a comprehensive effort to perform Achilles’ heel screens in a large panel of cancer cell lines. This effort could yield a functional classification of cancer that will ultimately be used to choose the appropriate targeted therapy for each patient’s cancer.

Concluding remarks
As illustrated in this review, each genomics technology provides a different vantage point from which to view the function of normal and malignant lymphocytes. In the future, the fusion of these technologies will provide the deepest insights.
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